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Abstract.

With climate change, extremes such as heatwaves, heavy precipitation events, droughts and extreme fire weather have be-

come more frequent in different regions of the world. It is therefore crucial to further their physical understanding, but due to

their rarity in both observational and climate modeling samples, this remains challenging. For numerical simulations, one way

to overcome this under-sampling problem is Ensemble Boosting, which uses perturbed initial conditions of extreme events in5

an existing reference climate model simulation to efficiently generate physically consistent trajectories of very rare extremes in

climate models. However, it has not yet been possible to estimate the return periods of these simulations, since the conditional

resampling alters the probabilistic link between the boosted simulations and the underlying original climate simulation they

come from.

Here, we introduce a statistical framework to estimate return periods for these simulations by using probabilities conditional10

on the shared antecedent conditions between the reference and perturbed simulations. This theoretical framework is applied to

simulations of the fully-coupled climate model CESM2: first for a pre-industrial control simulation, and then in present-day

conditions, where, as an example, we estimate the return period of the record-shattering 2021 Pacific Northwest heatwave to be

2500 years, with a 95% confidence interval of about 2000 to 4000 years. Our evaluation of the method shows that return periods

estimated from Ensemble Boosting are consistent with those of a 4000-year control simulation, while using approximately 615

times less computational resources. We thus outline the usage of Ensemble Boosting as an efficient tool for gaining statistical

information on rare extremes. This could be valuable as a complement to existing storyline approaches, but also as an additional

method of estimating return periods for real-life extreme events within a climate model context.

1 Introduction

Extreme weather events, or phenomena that occur at the tails of the climatological distribution, can have devastating impacts on20

ecosystems, human life, settlements, and infrastructure. In recent years, climate change has caused the frequency of extremes

such as heatwaves, heavy precipitation events, drought and fire weather to increase (Ranasinghe et al., 2021; Seneviratne et al.,

2021). Additionally, the non-stationary climate that arises through climate change also means that record-shattering heatwaves
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are on the rise, which can pose challenges for adaptation, since communities are more vulnerable to extremes they have not yet

witnessed (Fischer et al., 2021).25

In particular, heatwaves have become not only more common, but also more intense and long-lived compared to the pre-

industrial climate, a change which is projected to continue with climate change (Meehl and Tebaldi, 2004; Rahmstorf and

Coumou, 2011; Thiery et al., 2021; Seneviratne et al., 2021). Several impactful summer heatwaves have been observed in the

last decades: examples include the 2003 European heatwave, claiming approximately 70,000 lives (Robine et al., 2008), the

month-long 2010 Russian heatwave (Otto et al., 2012) and the unprecedented Pacific North-West (PNW) heatwave of 2021,30

that broke observational records by more than 5◦C (Bartusek et al., 2022; Malinina and Gillett, 2024; McKinnon and Simpson,

2022; Neal et al., 2022; Overland, 2021; Schumacher et al., 2022; White et al., 2023). Studying such heatwaves is societally

relevant, due to their significant socio-economic and ecological impacts (Gourdji et al., 2013; Dunne et al., 2013) – in particular

the high mortality tolls such heatwaves can incur (Robine et al., 2008; Vicedo-Cabrera et al., 2021).

Summer heatwaves in the mid-latitudes are associated with persistent anticyclonic flow anomalies that can give rise to35

prolonged anomalies of temperatures (Perkins, 2015; Horton et al., 2016; Barriopedro et al., 2023). These anomalies of tem-

perature occur through three physical mechanisms: horizontal advection of warmer air from neighboring regions, adiabatic

warming by subsidence within the anticyclone, and diabatic fluxes such as increased radiation due to the clear-sky conditions

and sensible heat fluxes from the ground caused by reduced soil moisture (Pfahl and Wernli, 2012; Miralles et al., 2014). The

relative importance of these mechanisms can vary greatly from one region to another (Röthlisberger and Papritz, 2023).40

Despite the societal relevance of – and significant research on – heatwaves and their dynamics, their quantitative study

remains challenging due to limited sample sizes. Extreme events are rare by definition, and it is therefore difficult to obtain

accurate climatological results concerning their dynamics. Several methods have been developed to overcome this sampling

challenge. For example, climate model Large Ensembles constitute a brute-force approach to the problem of sampling extreme

events, and have been used to describe heatwave dynamics quantitatively (Suarez-Gutierrez et al., 2018; Schaller et al., 2018).45

However, the sampling density necessary to adequately represent events such as the PNW heatwave cannot be achieved even

with these computationally expensive large ensembles (Fischer et al., 2023).

Another way in which extremes can be studied is through Extreme Value Theory (Coles et al., 2001). Extreme Value Theory

is based on the existence of asymptotic results of the block-maxima and peak-over-thresholds distributions of any random

variable. For example, generalized extreme value (GEV) distributions are often used to extrapolate probabilistic information50

on block maxima from the sample at hand (Philip et al., 2020; Cooley, 2013). However, such estimations can be problematic.

Using a large ensemble of a climate model, Zeder et al. (2023), for example, showed that return period estimates of temperature

extremes are systematically overestimated in short records. Additionally, this framework alone remains statistical, and while

process-based covariates can provide some dynamical insight into heatwave drivers, this approach remains limited compared

to the information available directly from fully-coupled climate models (Zeder and Fischer, 2023).55

Therefore, there has been a recent push for methods that can generate climate simulations of extremes more efficiently than

by producing ever larger climate model ensembles. One such tool is the application of rare event algorithms to climate models

(Wouters and Bouchet, 2016; Plotkin et al., 2019; Webber et al., 2019; Yiou and Jézéquel, 2020; Gessner et al., 2021; Finkel
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and O’Gorman, 2024). In particular, Ragone et al. (2018) used the Giardina-Kurchan-Tailleur-Lecomte (GKTL) (Giardinà

et al., 2006; Giardina et al., 2011) algorithm to clone simulations that perform well with respect to a defined score function60

to generate new, extreme, simulations. This process is repeated in intervals of a given resampling time; at each step, new

simulations are given weights based on their parent score, which allows for a retracing of steps to calculate the probability of

exceeding thresholds of time averaged quantities.

By design, the GKTL algorithm is well suited for extremes that persist in time, since time needs to elapse between the re-

peated cloning and evaluation steps. However, its use is limited when studying shorter extremes, like week-long heatwaves or65

daily precipitation extremes. In comparison, Ensemble Boosting, proposed by Gessner et al. (2021), is more suited for simulat-

ing short, very intense events. It consists in perturbing the initial conditions of extreme events selected from an already existing

climate model simulation, thus efficiently creating alternative, potentially substantially more extreme versions of a given ex-

treme event in a parent simulation. However, in doing so, it breaks the probabilistic link between the resulting simulations and

the climate model large ensemble they come from. Finding unconditional return periods directly through the boosted simula-70

tions is thus not straightforward. Therefore, Ensemble Boosting is typically used within a storyline framework (Fischer et al.,

2023; Lüthi et al., 2024), an approach that seeks to complement probabilistic confidence statements with plausible, episodic

information on representative case studies (Shepherd et al., 2018).

A key difference between the GKTL algorithm and Ensemble Boosting is that in the latter case, the perturbation is performed

in anticipation of the extreme: this means that there is no guarantee that the boosted simulation will be at least as extreme as75

the parent event, thus breaking the necessary assumption for the weighted probability calculation. To overcome this, Finkel and

O’Gorman (2024) showed that a chained conditional probability calculation based on the Subset Simulation framework (Au

and Beck, 2001) could be used to estimate probabilities for ahead-of-time resampled simulations. However, this calculation is

based on a resampling method that is methodologically distinct to Ensemble Boosting and can be difficult to apply in typical

simulation conditions of a climate model.80

In this paper, we show how probabilities and return periods of extreme events found using the Ensemble Boosting resam-

pling method can be estimated. In essence, we apply conditional probabilities — to calculate the unconditional probability

of a boosted simulation, the unconditional probability of parent events selected for Ensemble Boosting is combined with the

conditional probability of parents and boosted simulations given Ensemble Boosting.

This method is evaluated by generating extreme heatwaves for the region of the Pacific Northwest (45–52◦N, 119–123◦W)85

with the Community Earth System Model 2.1.2 (Danabasoglu et al., 2020), first with pre-industrial (PI) control simulations as a

proof of concept, and then with present anthropogenic forcing conditions. The 2021 PNW heatwave is used as a case study: by

boosting analogue simulations under current climatic conditions, we attempt to find the return period of this record-shattering

heatwave within the model. We thus illustrate how we can both simulate the physical mechanisms and estimate the probability

of very extreme, unseen events with a climate model.90

The paper is organized as follows. Section 2 presents the theoretical framework of the Ensemble Boosting estimator for

low probability events, showing that it is unbiased and can reduce the relative error compared to a naive estimator. Section

3 presents the results for the pre-industrial control simulation with sensitivity tests, before applying the insights gained to
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the 2021 PNW heatwave in a present world context. In Section 4, the gain in computational resources, the choice of optimal

parameter settings and the distribution of the very tail extremes are discussed. Finally, conclusions are presented in Section 5.95

2 Methods

2.1 Resampling low probability events

The return period of a heatwave reaching temperature T over a certain region is classically defined as the inverse of the

probability pT of exceeding the temperature T . The latter can be naively estimated as the empirical frequency of occurrence:

p̂T =
1
N

N∑

i=1

1(T i ≥ T ), (1)100

where (T i)1≤i≤N are N independent observations of the temperature T and 1 is the indicator function equals to 1 if T i ≥ T

and 0 otherwise. Since for each observation i, E(1(T i ≥ T )) = pT ,

E(p̂T ) = pT , (2)

which makes this estimator unbiased. Furthermore, using the independence of each observation, its variance is V(p̂T ) =
pT (1−pT )

N . Therefore, for pT ≪ 1, the relative error of this estimator p̂T ,RE, can be calculated as follows:105

RE :=

√
V(p̂T )
E(p̂T )

≃ 1√
pT N

. (3)

This shows that the relative error of the naive estimator increases as pT decreases, i.e. when the temperature T becomes

more extreme. In other words, the problem of obtaining precise climatological results for events reaching extreme values of T

comes from under-sampling such events for a small number of observations N .

Ensemble Boosting addresses this problem by resampling the most extreme events of an already existing climate model110

simulation. In the following, we call these events the Parent Ensemble. The resampling is done by perturbing the antecedent

conditions of the events inside the Parent Ensemble. Since the perturbations are of a relative amplitude of 10−13 and are only

performed once, physically consistent simulations, hereby called the Boosted Ensemble, can be generated. All members of the

Boosted Ensemble are samples from a distribution biased towards the upper tail of the distribution of T and, in particular, could

sample events that are more intense than any present in the Parent Ensemble.115

Figure 1 illustrates the Ensemble Boosting algorithm. A detailed description of the algorithm employed is presented below

for temperature anomalies, but can be generalized to any quantity of interest that one wants to maximize or minimize:

1. A reference climate model simulation, spanning N years, is used to select the Parent Ensemble. Here, we consider the

yearly summer maximum of daily maximum temperature anomalies with a running mean of 5 days (hereby denoted by
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1) Initial Climate Model Simulation

2) Parent Event

3) Ensemble Boosting

Figure 1. Illustration of the Ensemble Boosting algorithm for heatwaves. 1) The reference climate model simulation spanning the period

1801–1850. Each dot represents the yearly summer maximum of daily maximum temperature anomalies with a running mean of 5 days

(TXx5d). 2) One parent event of the Parent Ensemble: the heatwave itself is represented as a function of lead time, defined here as the

number of days before the parent event’s heatwave peak (solid black vertical line). The y-axis is the 5-day running mean daily maximum

temperature anomaly (Tx5d anomaly). 3) Boosted simulations (orange) of the parent event shown in 2), perturbed at a lead time of (c) −16

days, (d) −12 days and (e) −7 days. The perturbation lead time is highlighted by a black dashed vertical line. At each lead time, a "batch"

of 100 boosted simulations are generated.
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TXx5d), forming a set of temperatures T := {T i | i = 1,2...N}. All years whose T i exceeds a user-chosen temperature120

threshold Tref are selected to form the Parent Ensemble. The total size of this ensemble is denoted by Nparent ≤N . An

illustration of the reference climate model simulation can be seen in Figure 1a, and an example of an event in the Parent

Ensemble can be seen in Figure 1b.

2. Since the objective of Ensemble Boosting is to generate a heatwave that is similar to, but substantially more intense than

the parent event, each parent event in the Parent Ensemble is perturbed ahead of the parent event’s peak. The number of125

days between the perturbation and the parent peak is called the lead time and denoted by t. Because of the chaotic nature

of the model, the deviations between the boosted simulations and the parent event will grow exponentially with time

(Lorenz, 2006). Figure 1c,d, e show boosted simulations that have been perturbed at different lead times. Here, we see

how the lead time influences the temperatures in the Boosted Ensemble: simulations perturbed at −16 days in Figure 1c

have diverged for too long, thus reverting back to the underlying climatology. Therefore, only a few boosted simulations130

reach the parent TXx5d. Simulations perturbed at −7 days, on the other hand, as seen in Figure 1e, have not diverged

enough for any boosted simulation to deviate substantially from their parent. Figure 1d, at −12 days, illustrates an ideal

lead time, i.e. where the spread is neither too small nor too large, and a large portion of boosted simulations exceed the

parent TXx5d.

3. The perturbations are performed on the 3D specific humidity field Q at each grid cell, to obtain the perturbed specific135

humidity field Q̃:

Q̃n
i,j,k = Qn

i,j,k

(
1 +10−13Rn

i,j,k

)
, (4)

for a given boosted simulation n and a given grid cell i, j,k. Rn
i,j,k is a random term drawn from a uniform distribution

between − 1
2 and 1

2 . Each newly generated offspring simulation is then run for 21 days, and the maximum TXx5d, Tn
b ,

is considered.140

4. For each lead time and each parent, new simulations are generated in batches of size Nbatch, corresponding to different

realizations of the random terms (Rn
i,j,k)i,j,k. The total number of simulations in the Boosted Ensemble Nb is therefore:

Nb = NleadNbatchNparent, (5)

where Nlead is the number of lead times where perturbations are performed.

Computing the probability of exceeding an extreme temperature T naively from simulations of the Boosted Ensemble using145

Equation 1 leads to a probability estimation conditional on the initial conditions at lead time t of the parent events. To recover

the unconditional, i.e. climatological, probability we use the framework of Subset Simulation (Au and Beck (2001)), where

an iterative chain of conditional probabilities is used to estimate the probability of simulated low-probability events. Here, we

illustrate how this framework can be used with a deterministic climate model, with perturbations ahead of time as in Finkel
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and O’Gorman (2024), and for the Ensemble Boosting setup, which generates batches of boosted simulations, but here stops150

after one perturbation iteration.

The probability of exceeding the threshold temperature Tref — used to select events for the Parent Ensemble — can be

estimated using the naive estimator of the reference climate model simulation (Equation 1), since there are, by definition,

events in the reference climate model simulation that exceed Tref . This also means that all parent events have in common that

the dynamical conditions of the climate model system in the days leading up to the peak were such that the temperature Tref155

was reached.

One can thus define a set that includes the antecedent conditions at lead time t of all the parent events:

AC0
t := { Xt | Tt=0 ≥ Tref }, (6)

where Xt is the state vector of the climate model at lead time t, which encompasses all the degrees of freedom of the system.

Here, Xt is associated with a temperature Tt=0 := T (Xt=0) in the location of interest. The set AC0
t is imperfectly sampled in a160

simulation with a finite length, but we assume that the antecedent conditions of the selected parent events still represent a good

enough sample. This is a key assumption and it will be further discussed in the Results and Discussion sections.

Since the antecedent conditions of the boosted simulations only differ from their parent by the value of the perturbation at

lead time t, they are samples of the set ACϵ
t := {Yt | ∃Xt ∈AC0

t ,∥Xt−Yt∥ ≤ ϵ}, for a distance ∥.∥ and ϵ the absolute value

of the perturbation. By definition, AC0
t ⊂ACϵ

t . An illustration of these two sets, and how they relate to each other, can be seen165

in Figure 2. Note that for the boosted simulations, Tn
b can either be in AC0

t (and by extension, in ACϵ
t) or only in ACϵ

t , since

there is no guarantee that they will exceed Tref at t = 0.

The probability of any temperature Text ≥ Tref from the Boosted Ensemble can thus be estimated by combining the condi-

tional probability of Tref and Text. These probabilities can be stated using the conditional probability definition as:

P(Tt=0 ≥ Tref ∩ACϵ
t) = P(Tt=0 ≥ Tref | ACϵ

t)P(ACϵ
t) (7)170

P(Tt=0 ≥ Text ∩ACϵ
t) = P(Tt=0 ≥ Text | ACϵ

t)P(ACϵ
t). (8)

Since Text ≥ Tref and AC0
t ⊂ACϵ

t , the presence of antecedent conditions in ACϵ
t at time t = 0 and getting temperatures

above either Tref or Text at time t = 0 overlap perfectly. Therefore P(Tt=0 ≥ Tref ∩ACϵ
t) simplifies to P(Tt=0 ≥ Tref). An

equivalent simplification can be performed for P(Tt=0 ≥ Text). The subscript t = 0 indicates that this is the probability at the

day of the parent event’s peak. Since all values considered in this study are summer temperature anomalies, thus not presenting175

any seasonality changes with respect to each other, we will assume that this probability is the same as the climatological

probability P(T ≥ Text), i.e. for any time within the summers of the reference climate model simulation.

From Equations 7 and 8, we can derive the probability of Text:

P(T ≥ Text) = P(T ≥ Tref)
P(T ≥ Text | ACϵ

t)
P(T ≥ Tref | ACϵ

t)
. (9)
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Parent event Boosted realization

Figure 2. Schematic illustration of the antecedent condition set ACϵ
t and the stricter AC0

t ⊂ACϵ
t . The dark blue line shows the delin-

eation between ACϵ
t and AC0

t , i.e. the condition that at t = 0, T = Tref . Only simulations that exceed this requirement (the Parent Ensemble)

are selected from the reference climate model simulation, and are shown in blue diamonds. Other events in the reference climate model sim-

ulation are not depicted. The boosted simulations are shown as orange dots. Since the boosting perturbation is performed ahead of the parent

peak, there is no a priori guarantee that at t = 0, T n
b ≥ Tref , and the orange dots can therefore be on either side of the delineation.

Here, P(T ≥ Tref) is the probability of reaching Tref in the reference climate model simulation, P(T ≥ Tref | ACϵ
t) is the180

probability of reaching Tref in the Boosted Ensemble, and P(T ≥ Text |ACϵ
t) is the probability of reaching Text in the Boosted

Ensemble. In other words, the unconditional probability of exceeding the threshold is equal to the product of the probability

of exceeding the threshold given one has entered the set, times the probability of entering the set. Note that since the condition

Text ≥ Tref is necessary to derive Equation 9, we can only use it to find probabilities for boosted simulations where Tref is

exceeded.185

All terms in this equation can be estimated with the climate model simulations at hand: the probability of reaching Tref can

be approximated to its frequency of occurrence in the reference climate model simulation, while the probability of reaching

Tref and Text given ACϵ
t can be approximated to their respective frequencies in the Boosted Ensemble. Formally this can be

written as:

p̂T≥Text := p̂T≥Tref

p̂T≥Text|ACϵ
t

p̂T≥Tref |ACϵ
t

=

(
1
N

N∑

i=1

1(T i ≥ Tref)

)
1

Nb

∑Nb

n=11(T
n
b ≥ Text)

1
Nb

∑Nb

n=11(T
n
b ≥ Tref)

. (10)190
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The estimator p̂T≥Text will hereby be referred to as the boosting estimator. As shown in Noyelle (2024) and derived in

Appendix Section A, this estimator is unbiased, if the following assumptions are made:

1. the term p̂T≥Tref is independent from the ratio
p̂T≥Text|ACϵ

t

p̂T≥Tref |ACϵ
t

. This means that the probability of Tref is independent from

how much more likely it is to reach Tref than Text within the Boosted Ensemble. The truth of this approximation is hard

to prove, especially since it could change for each Text analyzed.195

2. the indicator variables (1(Tn
b ≥ Text))1≤n≤Nb

and (1(Tn
b ≥ Tref))1≤n≤Nb

need to be independent.

These assumptions will be discussed in the discussion section 4.3.

The choice of an intermediate temperature threshold to create a link between the reference climate model simulation and

the Boosted Ensemble has been studied, albeit under different conditions, in Finkel and O’Gorman (2024). However, beyond

the higher complexity of the climate model used here for Ensemble Boosting compared to that of the Lorenz 96 simulator200

used in Finkel and O’Gorman (2024), the most important methodological difference lies in the process of generating perturbed

offspring. While Finkel and O’Gorman (2024) boost one parent with a batch of 1 repeatedly until reaching the desired extremes,

calculating conditional probabilities at each step, we perturb larger batches for ranges of lead times (as detailed above) only

once. The former approach would lead to a more targeted result, with fewer unused simulations. However, it would also take

substantially more time to perform all computations, since there would be no possibility of parallelization: given our current205

computational capacity (simulating approximately 1.1 climate model years in 24 hours), running the same 12 000 simulations

generated for this study with this approach would take approximately 1.5 years. Running large batches allows us to complete

such setups within a few weeks. There is thus a trade-off between minimizing compute time using very effective sampling vs.

minimizing wall-clock time by running more parallel simulations.

2.2 Theoretical comparison to the naive estimator210

In order for the boosting estimator to be useful beyond finding return periods for temperatures that cannot be found in the

reference climate model simulation, it needs to have lower errors than the naive estimator. In Appendix Section A, the variance

and relative error of the boosting estimator are calculated, and can be shown to depend on the number of simulation years in the

reference climate model simulation N , the total number of simulations in the Boosted Ensemble Nb, and the three probability

terms P(T ≥ Tref), P(T ≥ Text | ACϵ
t) and P(T ≥ Tref | ACϵ

t).215

Therefore, in order to calculate the theoretical relative error of estimating P(T ≥ Text), we need to estimate the above

unknowns. While the first three terms are parameters that can be set by the experimenter, P(T ≥ Text | ACϵ
t) and P(T ≥

Tref | ACϵ
t) can only be calculated once the boosting experiment is performed, and will have to be approximated based

on empirical evidence. Furthermore, since Text ≥ Tref and Text could exceed any Tn
b from the Boosted Ensemble, P(T ≥

Text | ACϵ
t) ∈ [0,P(T ≥ Tref | ACϵ

t)]. For illustration purposes, values of 0.75 and 0.3 are chosen for P(T ≥ Tref | ACϵ
t),220

which correspond to the typical value we find in practice (see Results section 3.2).

The evolution of the theoretical relative error of the boosting estimator with P(T ≥ Text), for different values of the above

mentioned parameters, can be seen in Figure 3. Here, three different configurations of the boosting estimator are compared to

9
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Figure 3. Theoretical relative error of the boosting estimator with N = 50 and (solid orange line) Nb = 100 , (dashed orange line)

Nb = 500 and (dotted orange line) Nb = 3000. Theoretical relative errors computed for (a) p̂T≥Tref |ACϵ
t
= 0.75, and (b) p̂T≥Tref |ACϵ

t
=

0.3. Since a boosted simulation is less computationally expensive to run (see text), the naive estimator with a equivalent computational

resource for each configuration of the boosting estimator is represented by a blue solid, dashed and dotted line, respectively. The relative

error of the naive estimator with (solid line) N = 4000 and (dashed line) N = 50 are shown in black.

the errors of the naive estimator using N such that the computational resources used are equivalent to those of each boosting

configuration. For example N = 71 is equivalent to N = 50 + Nb = 100, since a boosted simulation only needs to be run for225

21 days, while the reference climate model simulation needs approximately 100 days to generate a full summer.

An important result of this computation is that the relative errors of the boosting estimators are constrained by that of

P(T ≥ Tref): any estimate of P(T ≥ Text) will have errors equal to or higher than P(T ≥ Tref). An accurate estimate of

P(T ≥ Tref) is therefore necessary for robust results. This advocates for using either a longer test slice as the reference climate

model simulation or a less extreme (and thus better sampled) Tref .230

Nonetheless, the boosting estimator can reduce the relative error compared to that of the naive estimator. Firstly, in all

boosting configurations, relative errors are smaller than for the naive estimator with N = 50. Secondly, each boosting estimator

reduces errors compared to its equivalently expensive naive estimator for probabilities under a certain threshold value of

p̂T≥Text , which depends on N + Nb. Finally, the boosting estimator with N = 50,Nb = 3000 reduces errors compared to the

much more expensive naive estimator with N = 4000 in both Figure 3a and b, for a low enough probability p̂T≥Text .235
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Finally, Figure 3 also shows that for both Nb and P(T ≥ Tref |ACϵ
t), the relative error decreases as these parameters increase.

There is therefore no optimal number of boosted simulations Nb: the larger the better. Finding the optimal P(T ≥ Tref | ACϵ
t)

is however less trivial because it creates trade-offs. These will be further discussed in Results section 3.2.

2.3 Experimental setup of Ensemble Boosting

To show how the theoretical properties of the boosting estimator apply in the context of a climate model, we generate simu-240

lations with the state-of-the-art fully coupled Community Earth System Model 2.1.2 (Danabasoglu et al., 2020). We seek to

estimate the return levels of the yearly maximum of 5-day rolling average of daily maximum temperature anomalies (TXx5d)

for a region corresponding to the PNW heatwave (45–52◦N, 119–123◦W), corresponding to the region used by Fischer et al.

(2023).

First, we test our boosting estimator in a pre-industrial setting. A 4000-year long pre-industrial control run is used to act as a245

control period, while two 50-year time slices of this simulation, test slice 1 (1801–1850) and test slice 2 (1851–1900), act as our

reference climate model simulations. These ranges are selected randomly within the control run, and the years do not bear any

meaning or relation to real-world weather at that time. Two separate test slices are used to increase the robustness of the results.

Since they only span 50 years, extremes (i.e. events with a return period longer than 50 years) will be scarce or absent and

their return period estimates highly uncertain. All events in the Parent Ensemble, selected according to the boosting algorithm250

above, are boosted according to the algorithm detailed above, and their return periods are calculated using Equation 10. This is

done independently for both test slices. The results can then be directly compared against the more robust return periods found

in the control period. Additionally, we fit stationary GEV distributions using both the maxima of the control period and of the

test slices. This is done to give an estimate of return periods beyond these observational records with a standard method from

Extreme Value Theory. A bootstrapping approach is used to calculate 95% confidence intervals, fitting GEV distributions to255

Nbootstrap = 1000 resamples drawn randomly from the test slices and the control period.

In each test slice, the five most extreme years are selected to form the Parent Ensemble, which corresponds to taking Tref

such that P(T ≥ Tref) = 0.1. In order to sample the uncertainty of P(T ≥ Tref), this value is estimated by bootstrapping the

relevant test slice sample. These are then subsequently boosted for all lead times in the range of −7 to −18 days, with batches

of 100 simulations per lead time and per parent event. This leads to a total of 6000 boosted simulations for each test slice. The260

maximum 5-day daily maximum temperature (Tx5d) anomaly over the 21 days following perturbation is assessed, so that the

block maximum approach stays the same as for the Parent Ensemble. The length of 21 days is taken to correspond roughly to

the saturation time of the boosting algorithm, i.e. when the growing divergence between boosted simulations have saturated to

that of the reference climate model simulation. This is in line with the time scale of classical weather predictability of around

10 days (Krishnamurthy, 2019). The exact length is determined through empirical trial and error, and will be discussed in265

Results section 3.2.

A bootstrapping procedure is also performed to calculate a confidence interval around the estimated return period from the

boosting estimator. However, since the number of boosted simulations where Text ≥ Tref is not always the same in random

samples of the Boosted Ensemble (since some boosted simulations do not exceed Tref ), the bootstrapping proceeds as follows:
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for each Text ≥ Tref in the Boosted Ensemble, Nbootstrap = 1000 random samples of the Boosted Ensemble are generated to270

calculate P(T ≥ Tref | ACϵ
t) and P(T ≥ Text | ACϵ

t), and thus estimate P(T ≥ Text).

Second, we boost simulations from the CESM2.1.2 climate model in present-like conditions (2005-2035, SSP3-7.0 after

2015) to estimate the return period of the record-shattering 2021 Pacific North-West heatwave. A 30-member Large Ensemble

is used as the reference climate model simulation, leading to take N = 30∗31 = 930. From this initial simulation, 7 among the

13 most extreme events are selected to form the Parent Ensemble, which is equivalent to take P(T ≥ Tref) = 13
930 = 0.014. Due275

to the presence of anthropogenic forcings in the reference climate model simulation from 2005 to 2035, the non-stationarity

in the underlying statistical distribution needs to be accounted for. This is done by de-trending the TXx5d time series using a

3-year rolling window of climatological values from a 100-member Large Ensemble of the same model (Rodgers et al., 2021).

This 100-member Large Ensemble spans the same time range (31 years) and is also corrected for non-stationarity. While it

is not used to generate boosted simulations, it can provide return periods that are more precise than those of the 30-member280

Large Ensemble, since here, N = 100 ∗ 31 = 3100.

Note that the 7 selected events for present-like conditions are not, contrary to the pre-industrial control case, those with

the absolute highest TXx5d, but rather 7 among the top 13 events. This is because the correction for non-stationarity was

performed after the selection process, which was determined in a previous study (Fischer et al., 2023). In the context of the

boosting estimator, this simply corresponds to a more sparse sampling of ACϵ
t than what is maximally possible with the climate285

model simulation at hand: one could imagine a reference climate model simulation with only these 7 events present.

To calculate the TXx5d of the 2021 PNW heatwave, a detrended time series of the ERA5 reanalysis data set of the ECMWF

(Hersbach et al. (2020)), regridded to fit the CESM2.1.2 model grid, is used. The return period of this return level is then

calculated using the boosting estimator, and, for comparison, the GEV fits of the 30- and 100-member Large Ensembles. A

median (percentile) return period estimate is written as ∞ when the median (percentile) probability is 0.290

3 Results

3.1 PI-control runs

Figure 4 shows return period estimates for TXx5d in the Boosted Ensemble, calculated with the boosting estimator, for test

slice 1 (Panels a,b) and test slice 2 (Panels c,d). For comparison, return period estimates calculated with the naive estimator are

shown for the control period, and the test slice itself and a GEV fit provides an extrapolation outside the fitting period. In order295

to increase diversity and robustness among the boosted simulations, results are calculated by pooling together perturbation lead

times from −18 to −13 days in Panels a,c, and −12 to −7 days in Panels b,d. This categorization remains somewhat arbitrary,

however; results calculated lead time by lead time for test slices 1 and 2 can therefore be seen in Appendix Figures A1 and A2,

respectively.

In Figure 4, the results found using the boosting estimator stand in stark contrast to those of the non-boosted test slices. First,300

the maximum TXx5d sampled through boosting substantially exceed those of the test slices, by up to 2.9◦C, and even reaches

the maximum TXx5d of the control period (Figure 4b, d). Second, return period estimates of the simulations in the two test
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Figure 4. Return periods of TXx5d in the PNW region estimated with the boosting estimator under stationary climate conditions.

Estimated return periods with the boosting algorithm for parent events selected (a,b) from test slice 1 (1801–1850) and (c,d) from test slice

2 (1851–1900) of the pre-industrial control simulation are shown in orange. Perturbation lead times are pooled together from (a,c) −18 to

−13 days and (b,d) −12 to −7 days. In each panel, the TXx5d of the 4000 years of the pre-industrial control simulation are shown in black.

The TXx5d of the two 50-year test slices are shown in blue. The five selected parent events in each test slice are highlighted in diamonds.

The horizontal dashed orange line represents the reference TXx5d Tref in each test slice. For the return periods of the control and test slice

simulations, a GEV law is fitted and the estimated return period is shown (solid line) with a bootstrap 95% confidence interval (shaded). For

the boosted simulations, the shaded area shows the bootstrap 95% confidence interval (see Methods).

slices deviate more from the control period than those of the Boosted Ensemble, in particular for Test slice 1. This follows

the theoretical results presented in Figure 3: for Nb = 3000, any configuration of the boosting estimator should lead to return

period estimates with less relative error than for the naive estimator with N = 50. The GEV distribution fitted to the test slices305

is also error-prone; for return periods up to 1
P(T≥Tref )

, estimates calculated with the boosting estimator in all configurations

13

https://doi.org/10.5194/egusphere-2025-525
Preprint. Discussion started: 21 February 2025
c© Author(s) 2025. CC BY 4.0 License.



(Panels a, b, c, d) follow the control period better than the median GEV fits of the test slices. It is also worth noting that the

confidence interval of the GEV fit of both test slices is much wider than that of the boosting estimator; in particular, the upper

bound of the confidence interval of test slice 2 is unbounded. These deviations from the control period are to be expected given

the short climate model record (N = 50) – both Zeder et al. (2023) and Noyelle et al. (2024a) have shown that GEV fits from310

short records are prone to systematic biases.

Furthermore, Figure 4a shows that return period estimates, calculated with the boosting estimator for lead times from −18

to−13 days in test slice 1, follow the estimate using the control period for all Text present in this sample: both median boosting

estimates and the confidence interval overlap with the control period remarkably well. Results from test slice 2, for lead times

from−18 to−13 days (Figure 4c), indicate that estimates using the boosting estimator also can deviate from the control period,315

although they remain within an order of magnitude compared to the control period estimate. A reason for this deviation might

be that the test slices span only 50 years, and only 5 parent events were selected for boosting. Therefore, it is possible that the

Parent Ensemble does not sample ACϵ
t sufficiently well, and that the return period estimates calculated are actually conditional

on a particular feature of long term natural variability present in test slice 2 only. In Appendix Figure A3, the return periods

calculated by combining the two test slices into one 100-year long time series are shown. Here, the return periods again follow320

the control period very well.

For shorter lead times, between−12 and−7 days, return period estimates deviate from the control period confidence interval

already at around 30–40 years for simulations from both test slices (Figure 4b,d). This is likely because the short lead time

leads to simulations that are too constrained by the maximum TXx5d of the parent events, since they do not have enough time

to deviate enough from their parents. In Appendix Figures A1 and A2, it can be seen that this deviation is gradual, that appears325

around −13 days for Test slice 1, although for Test slice 2, the picture is less clear — some deviation is present already at −18

days. In particular, we observe "step-like" behavior of the boosted return periods around the values of the parent events for

shorter lead times (Appendix Figure A1j,k,l), meaning that the TXx5d of the boosted simulations are very similar to that of

their parent, forming return levels that resemble a step function. If the boosted simulations are too close to their parents, this

additionally means that there is less independence between boosted simulations, thus breaking one of the assumptions made in330

the methods to show the unbiasedness of the boosting estimator. This could also contribute to why we have such a discrepancy

for short lead times.

It is worth noting that the increase in estimation uncertainty, illustrated by a widening of the confidence interval as return

periods increase, shows that the most extreme events are estimated less precisely. Additionally, the confidence intervals should

be interpreted somewhat cautiously, since they are computed through bootstrapping. This means they are fundamentally limited335

by the sample at hand, and not representative of all uncertainty factors such as potential multi-decadal variability beyond the

time scales sampled here.
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3.2 Sensitivity tests: theoretical assumptions and parameter choices

The difference in results between longer and shorter lead times, seen in Figure 4, as well as the differences in relative error

depending on Nb and P(T ≥ Tref |ACϵ
t) seen in Figure 3, show that the parameter choices and assumptions made can influence340

the quality of the estimation obtained. This warrants a deeper analysis of these choices and assumptions.

First, the effects of the lead time chosen when boosting are assessed beyond the separation of short and long lead times in

Figure 4. Figure 5 shows the TXx5d of the boosted simulations of the parent events separately, as a function of lead time.

Although there are variations between simulations stemming from different parent events, certain patterns are visible. For all

panels, the spread between boosted simulations shrinks as the lead time grows shorter, centering around the parent peak. This345

corresponds to boosted simulations being more and more constrained by the dynamics of their parents. Conversely, for longer

lead times, the median tends to decrease and the spread tends to grow. In other words, simulations diverge from the parent (and

each other) so that the memory of the parent heatwave fades and simulations revert back to the underlying climatology. There

are exceptions to this general picture, however, in particular for parent events from Test slice 2. Here, simulations from parent

events 1, 2 and 5 seem to show less sensitivity to lead times, with relatively consistent levels of spread and medians and visibly350

less spread than simulations from other parent events at long lead times.

It is also worth noting that from one lead time to another, both median, spread and maximum values can vary substantially.

Additionally, the maximum TXx5d in a given panel is not always from the lead time with the highest median or 95th percentile.

This suggests that several lead times might be necessary to better sample the antecedent conditions ACϵ
t .

The effect of the day at which perturbation is performed on the estimation of return periods using the boosting estimator355

is broken down in more detail in Figure 6. Panel a shows how simulations spread after perturbation: we see that for both test

slice 1 and test slice 2, the spread between simulations initially grows exponentially, before slowing into a linear growth phase

and finally saturating to the climatological spread between the simulations in the non-boosted ensemble of the control period.

This type of growth is described in ergodic chaos theory, which shows that initially, boosted simulations diverge from their

parent exponentially fast with a typical time scale around the inverse of the largest Lyapunov exponent of the system, and has360

been extensively studied for both climate and weather forecast models (e.g., Trevisan and Palatella, 2011; Vannitsem, 2017).

Boosted simulations with short lead times are thus still in the exponential spread stage by the time the heatwave peaks, and

will therefore be significantly constrained by the value of the parent event at that time. This means that the dynamics governing

the heatwaves in the boosted simulations are structurally too similar to those of the parent event to produce a largely different

TXx5d value.365

Note that, given the results of Figure 6a, the empirical saturation time after boosting is set to 21 days (see Methods). This

means that the maximum Tx5d of the boosted simulations are only assessed in this time range, because afterwards, the memory

of the parent, and thus the antecedent conditions leading to a heatwave, are assumed to be lost.

Figure 6b, on the other hand, shows that p̂T≥Tref |ACϵ
t

increases as the lead time grows shorter. Since Figure 3 shows that a

higher p̂T≥Tref |ACϵ
t

leads to smaller theoretical errors, shorter lead times should give fewer errors. In other words, a smaller370

p̂T≥Tref |ACϵ
t

indicates that there are fewer simulations that surpass Tref , and thus less extreme events to find return periods for
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Figure 5. TXx5d of boosted simulations as a function of lead time and parent event. Boosted simulations from parents 1-5 in (a–e) test

slice 1 and (f–j) test slice 2. For each parent event a batch of Nbatch = 100 boosted simulations are generated at every lead time. The median

(orange solid line), 5th to 95th percentile range (orange shaded area), and maximum TXx5d (orange plus-sign) are shown. TXx5d for the

parent event is represented by a blue horizontal line.

overall. However, as previously mentioned, the longer the lead time, the more each simulation has had time to spread, and thus

gain independence from both parents and siblings. Therefore, a trade-off between relative error minimization, i.e. sampling

more intense events, and boosted simulation independence appears.

The above-described effects do not all set in at the same time across parent events and test slices. Figure 6a shows that while375

the median spread overlaps well between Test slice 1 and 2 until around 18 days after perturbation, the saturation sets in earlier

for Test slice 2. Figure 6b also shows some differences: while both test slices have the same trend, simulations from Test slice

1 seem to have higher p̂T≥Tref |ACϵ
t

than for simulations from Test slice 2 until a lead time of around −10 days. Pooling the

simulations perturbed at different lead times, like in Figure 4, may therefore provide more robust results. This has the added

benefit of adding more independence between boosted simulations.380

Finally, Figure 7 shows that there is only a weak relationship between the TXx5d of the parent event and that of its boosted

simulations. Indeed, the Spearman correlation between the 90th percentile of the boosted simulations and the 10 parent events,
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Figure 6. Link between boosted simulations and perturbation time in (blue) test slice 1 and (orange) test slice 2. (a) Evolution of

boosted simulation standard deviation bewteen members with respect to the time elapsed since perturbation. Standard deviation between

boosted simulations, divided by the standard deviation of the pre-industrial control simulation: (solid line) median spread across parent events

and (shaded area) range of spread across parent events. (b) Frequency of events exceeding Tref in the Boosted Ensemble (p̂T≥Tref |ACϵ
t
) as a

function of lead time. Error-bars denote the bootstrapped 95% confidence interval.

shown in Appendix Figure A4, is only 0.3. Furthermore, Figure 7 shows that the boosted simulations present a remarkable

variation, not only in the distance from their parent, but also in their median and spread. It is, however, important to note that

the boosted simulations generated for this study only belong to a limited number of parent events (Nparent = 5 for each test385

slice), thus preventing us from concluding on a wider basis. Nevertheless, this suggests that a larger Parent Ensemble, i.e. a

wider variety of parent events, would not necessarily lead to less extreme boosted simulations, at least not for parents above a

certain threshold of intensity.

3.3 Estimating a return period for the Pacific North-West heatwave of 2021

As a further application and a case study, we now use the boosting estimator to estimate a return period, based on the CESM2390

climate model, for the record-shattering PNW heatwave of 2021. To do this, we employ a present-climate 30-member Large

Ensemble corrected for non-stationarity (see Method Section 2.3) as a reference simulation, from where boosted simulations

are generated. The median return period of the 2021 PNW heatwave is calculated using the boosting estimator, and found to

be 2500 years with a 95% confidence interval of 2000 to 4000 years. In comparison, the GEV fit of the naive estimator using
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Figure 7. Relationship between TXx5d of parent event (blue diamond) and boosted simulations (orange box plot) for (a) test slice

1 and (b) test slice 2. Simulations are pooled together from lead times between −18 and −13 days. Boxplot whiskers are drawn at 1.5

inter-quantile range.

the reference 30-member Large Ensemble and the 100-member Large Ensemble give higher median return period estimates,395

of 106 [10 000, ∞] years and 15 000 [5000, 107] years, respectively.

Figure 8a shows all return periods calculated with the boosting estimator for boosted simulations with Text ≥ Tref . Lead

times are chosen to be [−18,−13], corresponding to the lead times that did not show significant constraints by parent events in

the pre-industrial control experiment. A lead time by lead time breakdown of return periods is nevertheless shown in Appendix

Figure A5. In Figure 8a, we see that the median return period estimates deviate from those of the 30- and 100-member Large400

Ensembles and their GEV fits for return periods between around 200 and 10 000 years, although this deviation is always within

an order of magnitude error of the upper bounds of the GEV fit of both the 30- and the 100-member Large Ensemble. This

deviation is more present for shorter lead times, not included in Figure 8, but visible in Appendix Figure A5.

One hypothesis that could explain this deviation is that the boosted simulations from the most extreme parent event, E1,

are biased due to the intensity of event. Indeed, E1 stands in contrast to the rest of the events in the Parent Ensemble — with405

a TXx5d of 14.7◦C, it is 1.6◦C warmer than the second most extreme parent event E2. Remarkably, the 100-member Large

Ensemble also presents such an event, Ẽ1, with TXx5d of 15.88◦C, that is 2.0◦C warmer than Ẽ2.

To test this hypothesis, 8b shows return periods calculated excluding boosted simulations from E1. These return period

estimates follow the 95th percentile of the uncertainty range of the 100-member Large Ensemble GEV fit. Additionally, this
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Figure 8. Return periods of TXx5d in the PNW region estimated with the boosting estimator corrected for non-stationary (climate

change) conditions for a lead time range of −18 to −13 days. Estimated return periods for boosted simulations from (a) the entire Parent

Ensemble and (b) the entire Parent Ensemble except the most extreme parent (E1) are shown in orange. The TXx5d of the (black dots)

100-member and (blue dots) 30-member Large Ensemble, with a fitted GEV law and shown with the median (solid line) and a bootstrapped

95% confidence interval (shaded area). The parent events in the Parent Ensemble are shown with blue diamonds, and the most extreme parent

E1, and the most extreme event in the 100-member Large Ensemble Ẽ1 are highlighted with stars. The orange horizontal line denotes the

reference TXx5d Tref , while the black horizontal line denotes the 2021 ERA5 TXx5d.

effect is unique to the removal of boosted simulations from E1: when removing any other parent event, the results look largely410

the same (see Appendix Figure A6).

We also see that removing E1 has a strong impact on the GEV distribution fit of the 30-member Large Ensemble data:

in Figure 8a, the confidence intervals of black and blue fits overlap significantly, while in 8b, they are almost disjoint. This

highlights the previously stated uncertainty of the bootstrapped confidence interval of the 30-member Large Ensemble, and

suggests that the presence of E1 in the Parent Ensemble largely affects the naive return period estimation. Indeed, when415

removing E1 from the Parent Ensemble, the median return period estimate is infinite, with a confidence interval of 108 to ∞
years. Removing E1 when using the boosting estimator, on the other hand, leads to a median estimate of 3500 years with a

95% confidence interval of 2500 to 7000 years, which is within 1000 years of the original estimate.

In simple words, had E1 not occurred in the reference simulation, the 2021 PNW heatwave and indeed E1 itself would

be judged impossible with only the Large Ensemble data. However, the boosting estimator can provide more robust – and420

importantly, finite – return periods for events that are more extreme than the 2021 PNW heatwave, even without boosted

simulations from E1. We can thus see that in addition to providing more robust return period estimates for extreme events,
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Figure 9. Tx5d anomaly [◦C] and Z500 [m] contour lines on the peak day of each heatwave, for (a) the most extreme event in the 30-

member Large Ensemble E1, (b) ERA5 data of the PNW heatwave on 2021-06-28, and composites of (c) E2−3 and (d) E2−13, both from

the 30-member Large Ensemble. The black box indicates the region of interest. The anomaly calculations are corrected for non-stationarity

(see Methods section 2.3.

Ensemble Boosting also demonstrates that both E1 and the 2021 PNW heatwave events are physically possible, according to

the climatology of this model.

To gain a picture of the atmospheric dynamics associated with E1 and the other most intense heatwaves in the 30-member425

Large Ensemble, the Tx5d anomaly and Z500 contour lines are plotted on the day of each heatwave peak in Figure 9. E1

distinguishes itself from the other top 13 events, and from the 2021 PNW heatwave by the presence of a more distinct cyclonic

anomaly in the Z500 field over the Eastern Pacific, flanking the region of interest. Furthermore, the blocking high is centered

around the PNW region for both E1 and the 2021 PNW heatwave, while the center of the blocking high shown in the composites

is located further South. However, the E1 blocking high is more oblong and rotated due to the presence of the Pacific trough.430

While the composite maps of E2−3 and E2−13 look distinct from that of E1, individual events within this selection could

look different to their mean. Therefore, all 13 events were plotted individually in Appendix Figure A7. While there are events

that show a third Z500 trough next to the PNW region (events E4 and E11), these are either less distinct from the main troughs

forming the block, or fail to create a significant blocking high around the PNW region.

Additionally, when analyzing the most extreme from the 100-member Large Ensemble Ẽ, we see that it presents a similar435

dynamical situation to that of E1 (see Appendix Figures A8 and A9) with a third Pacific trough that is not seen in the other top

events of the 100-member Large Ensemble.
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4 Discussion

4.1 Reduction of errors and computational costs of the boosting estimator compared to the naive estimator

The theoretical derivation of the boosting estimator variance has shown that it can reduce the relative error compared to440

equivalently expensive naive estimators – and even an estimator based on the full 4000-year control period – given the right

configuration and an extreme enough event (see Figure 3 and method section 2.2).

The computational resource use of the boosting estimator compared to a naive estimator can be assessed in more detail.

In order to be useful as an estimator, generating the boosted simulations necessary to reduce errors compared to the control

period should also be less computationally costly. For this comparison, will use Nb = 3000, where relative error is reduced445

for values under a certain P(T ≥ Text). The following estimate is calculated to compare these costs: generating Nb = 3000

boosted simulations of 21 days and N = 50 parent summers amounts to generating 68 000 days of climate model simulations

if the length of a summer is approximated to be 100 days. On the other hand, the N = 4000 summers of the control period

would require 400 000 days. The boosting estimator could thus work as a more efficient way of estimating return periods of

very rare extremes, since it would use approximately 6 times less computational resources and yield less erroneous results for450

a specific extreme of interest.

4.2 Effect of the number of parent events on return period estimates of the boosting estimator

Since the relative error of boosting estimator will always be at least equal to that of p̂T≥Tref , selecting more parent events

reduces errors because of a more precise estimation of p̂T≥Tref : more parent events lead to a lower Tref , since this is the

threshold that needs to be reached by all parents. A lower Tref , in turn, leads to a higher p̂T≥Tref . Since p̂T≥Tref is estimated455

naively, its relative error decreases when p̂T≥Tref is higher (see Equation 3). This could help explain the discrepancy between

test slices 1 and 2, since Tref differ between the test slices (9.78 in test slice 1 and 9.39◦C in test slice 2). This leads to a

relative error of P(T ≥ Tref) of 15.9%, 16.4%, respectively, compared to the control period. While these numbers cannot act

as a ground truth, since control period estimate itself also has errors, this finding still indicates that the parent event selection

in test slice 2 could underestimate Tref .460

In a similar vein, more parent events also increase the sample size of antecedent conditions in ACϵ
t , making it more likely

that this set is sufficiently well represented. Conversely, a non-representative Parent Ensemble could lead to error-prone results.

Results from test slice 1+2 (see Appendix Figure A3) corroborate this line of reasoning, since this larger sample follows the

control period estimate well. However, the typicality argument (Galfi and Lucarini, 2021; Lucarini et al., 2023; Noyelle et al.,

2024b) states that the more extreme an event is, the more dynamically similar it is expected to be compared to other extremes465

of that magnitude. It follows that the number of events necessary to sample reasonably well ACϵ
t may actually be small.

Finally, Figure A4 shows that the correlation between a parent event’s intensity and its 90th percentile simulations is 0.3,

which implies that in our limited sample, there does not seem to be a strong relationship between parent maximum and intensity

of boosted simulations. One could imagine that this hypothesis breaks down if the selection threshold is lowered to include

much less extreme parent events, since the dynamics of such events would be distinct from those of a heatwave. It would470
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therefore be necessary to test whether this holds for a larger number of parent events, but it indicates that more parent events

would not necessarily give less extreme boosted simulations. All in all, while the optimal number of parent events is not found

here, a general recommendation to set a large enough number of parent events can be stated.

4.3 Effect of perturbation lead times on return period estimates of the boosting estimator

As discussed in Results section 3.2, the optimal lead time at which boosting is performed is found through a trade-off between475

error minimization and independence between boosted simulations, which is empirically solved by pooling lead times where

boosted simulations are not substantially constrained by their parent.

The assumption of independence between the theoretical probability P(T ≥ Tref) and the ratio P(T≥Text | ACϵ
t)

P(T≥Tref | ACϵ
t)

, which is

postulated in order to prove the unbiasedness of the boosting estimator, is another argument in favor of pooling boosted simu-

lations from longer lead times. This rather unintuitive relationship can be broken down to the stricter question of independence480

between Tref and the boosted simulations: if exceeding Tref is independent of exceeding extreme values obtained through

boosting, P(T ≥ Tref) will be independent of both P(T ≥ Text | ACϵ
t) and P(T ≥ Tref | ACϵ

t). To test this assumption, one

would need to vary Tref (corresponding to varying the size of Nparent) and see how the boosted TXx5d varies.

Figures 7 and A4 show that this independence is a valid assumption in our samples, since the relationship between parent

TXx5d and the median, spread and 90th percentile of boosted TXx5d is weak. Given this weak relationship, we do not expect485

a clear trend in the resulting boosted TXx5d as more (less extreme) parent events are included.

However, these figures are plotted for lead times between −18 and −13 days. With a shorter lead time, the boosted simu-

lations will be constrained by their parent, therefore inducing a stronger relationship between Nparent (and thus Tref ) and the

resulting boosted simulations. Thus, longer lead times, or at least lead times where the boosted simulations aren’t substantially

constrained by the TXx5d of their parent, is recommended.490

4.4 Critically assessing the estimated return period of the 2021 PNW heatwave

While the boosting estimator is a promising tool for estimating return periods within climate models, it is important to first un-

derline the large uncertainties attached to raw climate model output. Climate models remain an imperfect representation of the

full Earth system, and comparison with observational data should be performed with caution, at the risk of over-interpretation.

Nevertheless, temperature anomalies, or temperature anomalies divided by climatological standard deviation has been used in495

several studies when comparing observational and climate model data for estimating return times for the 2021 PNW heatwaves

(Bartusek et al., 2022; Malinina and Gillett, 2024; McKinnon and Simpson, 2022).

The apparent bias introduced by boosted simulations from E1 will now be analyzed further. In Results section 3.3, it has

been shown that return period estimates deviate from the confidence interval of GEV fits for return periods from the 30-

and 100-member Large Ensemble — although only within less than one order of magnitude. This deviation disappears when500

removing boosted simulations from E1 (see Figure 8. Two hypotheses can be put forth to explain this discrepancy:

Given the known shortcomings of GEV distribution extrapolations to calculate return periods, it might be that the return

periods are not biased by E1, but rather that the GEV distribution fit is both overconfident (only capturing uncertainties from
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bootstrapping the limited sample, leading to a smaller confidence interval) and overestimating return periods. Additionally, a

non-representative sampling of ACϵ
t , could explain the sensitivity to boosted simulations from E1, in particular since only 7505

of the 13 most extreme events from the reference simulation were selected as parent events (see Methods).

Another hypothesis is that E1 is dynamically distinct to the other heatwaves studied, thus justifying the removal of the

boosted simulations perturbed from E1 when estimating return periods. This could be done since the antecedent conditions of

E1 would not be a representative sample of ACϵ
t when estimating a return period for the 2021 PNW heatwave. A dynamical

analysis of the heatwave peak day corroborates this – both E1 and Ẽ1, from the 100-member Large Ensemble, seem to510

distinguish themselves from other parent events and observational data for the 2021 heatwave (see Figures 9 and A8). This

hints at a potential bimodality in the dynamics of extremes in the tail, and somewhat contrasts the typicality argument presented

above, which postulates that the more extreme a heatwave is, the more dynamically similar it is to heatwaves of the same

intensity. Yet, previous studies on the typicality of heatwaves also have indicated the possibility of such a tail bimodality

(Noyelle et al., 2024b).515

The dynamical analysis performed remains superficial, however, and further analysis of other heatwave mechanisms and

longer time spans would be needed to conclude. Additionally, the ERA5 TXx5d for the 2021 PNW heatwave is of the same

magnitude as E1; and while it is possible that the two distinct hypothesized distributions – the one giving events like E1 and

Ẽ1, and the other giving events like the 2021 PNW heatwave and E2− 13 – could overlap in terms of TXx5d, it questions the

selection of E1 as distinct based on the jump in temperature anomaly between itself and the other parent events. The strong520

Pacific trough present next to the PNW region for E1 and Ẽ1 is also noticeable in certain other less intense parent events (see

Appendix Figure A7) and even in the ERA5 heatwave (Figure 9), although to a substantially lesser degree, and with a blocking

high placed slightly shifted from the exact PNW region studied in this paper.

The justification for removing E1 when estimating return period estimated for boosted analogues of the 2021 PNW heat-

wave thus remains unclear. However, return period estimates calculated with and without boosted simulations from E1 seem525

consistent, with 95% confidence interval between 103 and 104 in both cases, and, importantly, remaining finite. This is not

the case for estimates from the Large Ensembles only, where estimates range between 5000 years and ∞. The return period

estimates using the boosting estimator also fit into the range of attributed return periods to the PNW 2021 shown in the review

paper by White et al. (2023) which spans 200 years to ∞.

5 Conclusions530

In this study, we develop a methodological framework, inspired by the iterative conditional probability chains described in

Subset Sampling (Au and Beck, 2001), that can recover the direct probabilistic link between simulations generated through

Ensemble Boosting, and the parent event they were generated from. We show that theoretically, the relative errors of this

estimator are smaller than an equivalently expensive – and under certain configurations, more expensive – naive estimator

above a certain TXx5d threshold. The boosting estimator is evaluated on simulations from the fully-coupled climate model535

CESM2, where we show that return period estimates using the boosting estimator can accurately estimate the probability of
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very extreme events, but that this depends on the number of parent events selected and the lead times used. Finally, return

periods are estimated for the record-shattering 2021 PNW heatwave.

The main findings can be listed as follows:

1. Return periods can be estimated for simulations generated through boosting, and their relative error is usually smaller540

than that of a naive estimator, for a sufficiently large return period. It is also approximately 85% cheaper to generate

enough ensemble-boosted simulations to estimate return periods robustly than it is to do the same for climate model

simulations using a naive estimator.

2. Return periods can be estimated more accurately and robustly when pooling boosted simulations for a range of longer

lead times. In this study, this corresponds to −18 to −13 days before the event, which is a somewhat arbitrary empirical545

optimum between simulation independence and the likelihood of sampling more extreme events. Additionally, increasing

the number of parent events in the Parent Ensemble is shown to also improve accuracy and robustness of return period

estimates, by better estimating the theoretical probability P(T ≥ Tref) and sampling the set of antecedent conditions

of the extreme studied. Since we find a weak relationship between the intensity of parent event and that of its boosted

simulations, we recommend to sample a large diversity of parent events from the original climate model simulation.550

3. Ensemble Boosting can be used as a tool to estimate return periods for real-life events like the 2021 PNW heatwave in a

model context, conditional on the fact that the above parameter recommendations can be fulfilled. It can additionally be

seen to be more efficient and robust compared to a naive estimator of a long climate simulation. However, caution needs

to be taken when interpreting beyond the model world, and the numerical model’s representation of extreme events and

their frequency is required to be sufficiently similar to that of the real-world.555

Code and data availability. The ERA5 re-analysis and the 100-member CESM2 data are publicly available:

– CESM2: https://www.cesm.ucar.edu/community-projects/lens2/data-sets (Rodgers et al., 2021)

– ERA5: https://doi.org/10.24381/cds.adbb2d47 (Hersbach et al., 2020)

Pre-processed data (CESM2 and ERA5) is available at 10.3929/ethz-b-000720049 [DOI only reserved, data will be uploaded once in final

form - after review].560

All code (preprocessing, calculation and plots) is available at https://github.com/luna-bloin/Boosting_estimator.

Appendix A: Statistical properties of the boosting estimator

A1 Unbiasedness of the boosting estimator

To estimate the expectation of the boosting estimator 10, we make the assumption that on the right hand side, the estimator

p̂T≥Tref is independent from the ratio
p̂T≥Text|ACϵ

t

p̂T≥Tref |ACϵ
t

. In other words, we assume that the probability to reach Tref in the parent565
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ensemble is independent from how more likely it is to reach Text than to reach Tref in the boosted ensemble. We make a second

approximation, which is that in the boosted ensemble the (T b
n)n≤i≤Nb

are independent one from another, see the main text for

a discussion of these two hypotheses.

Under these hypotheses, the expectation of the boosting estimator is:

E[p̂T≥Text ] = E[p̂T≥Tref ]E
[
p̂T≥Text|ACϵ

t

p̂T≥Tref |ACϵ
t

]
. (A1)570

The first term on the right hand side is easily estimated:

E[p̂T≥Tref ] = pT≥Tref . (A2)

Let us noteN :=
∑Nb

n=01(T
b
n ≥ Text) andD :=

∑Nb

n=01(T
b
n ≥ Tref) the numerator and denominator of the ratio on the right

hand side. The expectation of the ratio is then (Kendall and others, 1948):

E[
N
D ] =

E[N ]
E[D]

(
1− Cov[N ,D]

E[N ]E[D]
+

V[D]
E[D]2

)
. (A3)575

The terms in this equation can be estimated independently:

E[N ] = NbE[p̂T≥Text ] = NbP(T ≥ Text | ACϵ
t) = NbpT≥Text|ACϵ

t
(A4)

E[D] = NbE[p̂T≥Tref ] = NbP(T ≥ Tref | ACϵ
t) = NbpT≥Tref |ACϵ

t
(A5)

V[D] =
Nb∑

n=0

V[1(T b
n ≥ Tref)] = NbpT≥Tref |ACϵ

t
(1− pT≥Tref |ACϵ

t
) (A6)

E[ND] =
Nb∑

n,m=0

E[1(T b
n ≥ Text)1(T b

m ≥ Tref)]. (A7)580

For the last equation, one can separate the cases:

– there are Nb cases where n = m:

E[1(T b
n ≥ Text)1(T b

n ≥ Tref)] = E[1(T b
n ≥ Text)] = pT≥Text|ACϵ

t
(A8)

because Text ≥ Tref ,

– there are Nb(Nb− 1) cases where n ̸= m, using the independence assumption:585

E[1(T b
n ≥ Text)1(T b

m ≥ Tref)] = E[1(T b
n ≥ Text)]E[1(T b

m ≥ Tref)] = pT≥Text|ACϵ
t
pT≥Tref |ACϵ

t
. (A9)

In the end, this gives:

E[ND] = NbpT≥Text|ACϵ
t
(1 + (Nb− 1)pT≥Tref |ACϵ

t
). (A10)
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Therefore:

V[D]
E[D]2

=
1− pT≥Tref |ACϵ

t

NbpT≥Tref |ACϵ
t

(A11)590

and

Cov[N ,D]
E[N ]E[D]

=
E[ND]

E[N ]E[D]
− 1 =

1 + (Nb− 1)pT≥Tref |ACϵ
t

NbpT≥Tref |ACϵ
t

− 1 =
1− pT≥Tref |ACϵ

t

NbpT≥Tref |ACϵ
t

. (A12)

As a result:

E[
N
D ] =

E[N ]
E[D]

, (A13)

which shows that the boosting estimator is unbiased:595

E[p̂T≥Text ] = pT≥Text . (A14)

A2 Variance of the boosting estimator

For the boosting estimator to be useful to sample extremes, one needs to show that the relative error made when using this

estimator is better than when using a naive estimator on the initial simulation. We now estimate the variance of the boosting

estimator. With the same independence argument as previously:600

E[p̂2
T≥Text

] = E[p̂2
T≥Tref

]E[
N 2

D2
]. (A15)

The E[p̂2
T≥Tref

] term can be computed the same way as for the E[ND] term previously, which gives:

E[p̂2
T≥Tref

] =
pT≥Tref ∗ (1 + (N − 1) ∗ pT≥Tref )

N
. (A16)

The ratio can then be computed using the same formula as previously:

E[
N 2

D2
] =

E[N 2]
E[D2]

(
1− Cov[N 2,D2]

E[N 2]E[D2]
+

V[D2]
E[D2]2

)
. (A17)605

The terms E[N 2] and E[D2] can be estimated as previously:

E[N 2] = Nb ∗ pT≥Text|ACϵ
t
∗ (1 + (Nb− 1) ∗ pT≥Text|ACϵ

t
) (A18)

E[D2] = Nb ∗ pT≥Tref |ACϵ
t
∗ (1 + (Nb− 1) ∗ pT≥Tref |ACϵ

t
). (A19)

The term E[N 2D2] is less straightforward. By the definition of the product:

E[N 2D2] =
Nb∑

n,m,o,p=1

E[1(T b
n ≥ Text)1(T b

m ≥ Text)1(T b
o ≥ Tref)1(T b

p ≥ Tref)]. (A20)610

This sum has N4 terms that can be decomposed into four cases for the quadruplet (n,m,o,p):
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– two terms in the quadruplet are equal and the two others are different and different from one another, e.g. n = m = 2,

o = 3 and p = 4. Among them:

– there are Nb(Nb− 1)(Nb− 2) such quadruplets for which n = m and the associated expectation for each of them

is:615

E[1(T b
n ≥ Text)]E[1(T b

o ≥ Tref)]E[1(T b
p ≥ Tref)] = pT≥Text|ACϵ

t
(pT≥Tref |ACϵ

t
)2 (A21)

– there are 5Nb(Nb−1)(Nb−2) such quadruplets for which n ̸= m and the associated expectation for each of them

is:

E[1(T b
n ≥ Text)]E[1(T b

m ≥ Text)]E[1(T b
o ≥ Tref)] = (pT≥Text|ACϵ

t
)2pT≥Tref |ACϵ

t
(A22)

– three terms in the quadruplet are equal and the last one is different from them, e.g. n = m = o ̸= p. Among them:620

– there are 2Nb(Nb− 1) such quadruplets for which n = m and the associated expectation for each of them is:

E[1(T b
n ≥ Text)]E[1(T b

o ≥ Tref)] = pT≥Text|ACϵ
t
pT≥Tref |ACϵ

t
(A23)

– there are 2Nb(Nb− 1) such quadruplets for which n ̸= m and the associated expectation for each of them is:

E[1(T b
n ≥ Text)]E[1(T b

m ≥ Text)] = (pT≥Text|ACϵ
t
)2 (A24)

– the four terms in the quadruplet are equal: there are Nb such quadruplets and the associated expectation is:625

E[1(T b
n ≥ Text)] = pT≥Text|ACϵ

t
(A25)

– the four terms in the quadruplet are different: there are N4
b −6Nb(Nb−1)(Nb−2)−4Nb(Nb−1)−Nb such quadruplets

and the associated expectation is:

E[1(T b
n ≥ Text)]E[1(T b

m ≥ Text)]E[1(T b
o ≥ Tref)]E[1(T b

p ≥ Tref)] = (pT≥Text|ACϵ
t
pT≥Tref |ACϵ

t
)2 (A26)

Thus, in the end:630

E[N 2D2] =
(
N4

b − 6Nb(Nb− 1)(Nb− 2)− 4Nb(Nb− 1)−Nb

)
(pT≥Text|ACϵ

t
pT≥Tref |ACϵ

t
)2

+ Nb(Nb− 1)(Nb− 2)pT≥Text|ACϵ
t
(pT≥Tref |ACϵ

t
)2

+ 5Nb(Nb− 1)(Nb− 2)(pT≥Text|ACϵ
t
)2pT≥Tref |ACϵ

t

+ 2Nb(Nb− 1)pT≥Text|ACϵ
t
pT≥Tref |ACϵ

t

+ 2Nb(Nb− 1)(pT≥Text|ACϵ
t
)2

+ NbpT≥Text|ACϵ
t

(A27)
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With a similar manner, one retrieves the fourth moment of D (to compute the variance of D2):

E[D4] =
(
N4

b − 6Nb(Nb− 1)(Nb− 2)− 2Nb(Nb− 1)−Nb

)
(pT≥Tref |ACϵ

t
)4

+ 6Nb(Nb− 1)(Nb− 2)(pT≥Tref |ACϵ
t
)3

+ 4Nb(Nb− 1)(pT≥Tref |ACϵ
t
)2

+ NbpT≥Tref |ACϵ
t
. (A28)635

Using the formulas above, one can then give an expression for the variance of the boosting estimator and the relative error

(of which we do not give a closed form here):

RE :=

√
V[p̂T≥Text ]

E[p̂T≥Text ]
=

√
E[p̂2

T≥Text
]

E[p̂T≥Text ]2
− 1. (A29)
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Figure A1. Return periods of TXx5d in the PNW region estimated with the boosting estimator under stationary climate conditions.

Estimated return periods with the boosting algorithm for parent events selected from test slice 1 of the pre-industrial control sim-

ulation, with perturbation lead times from −18 (a) to −7 (l) days, are shown in orange. In each panel, the TXx5d of the 4000 years

of the pre-industrial control simulation are shown in black. The TXx5d of the 50-year test slice is shown in blue. The five selected parent

events are highlighted in diamonds. The vertical dashed orange line represents the reference temperature Tref in each test slice. For the return

periods of the control and test slice simulations, a GEV law is fitted and the estimated return period is shown (solid line) with a bootstrap

95% confidence interval (shaded). For the boosted simulations, the shaded area shows the bootstrap 95% confidence interval (see Methods).
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Figure A2. As Figure A1 for test slice 2.
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panel, the TXx5d of the 4000 years of the pre-industrial control simulation are shown in black. The TXx5d of the 100-year test slice is shown

in blue. The 10 selected parent events are highlighted in diamonds. The horizontal dashed orange line represents the reference temperature

Tref in each test slice. For the return periods of the control and test slice simulations, a GEV law is fitted and the estimated return period is

shown (solid line) with a bootstrap 95% confidence interval (shaded). For the boosted simulations, the shaded area shows the bootstrap 95%
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Figure A4. Correlation between TXx5d of parent event and the 90th percentile of TXx5d among its boosted simulations.
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Figure A5. Return periods of TXx5d in the PNW region estimated with the boosting estimator for non-stationary (climate change)

conditions. Estimated return periods with the boosting algorithm for all parent events in the Parent Ensemble, with perturbation lead times

from −18 (a) to −7 (l) days, are shown in orange. The TXx5d of the (black dots) 100-member and (blue dots) 30-member Large Ensemble,

with a fitted GEV law and shown with the median (solid line) and a bootstrapped 95% confidence interval (shaded area). The parent events

in the Parent Ensemble are shown with blue diamonds, and the most extreme parent E1, and the most extreme event in the 100-member

Large Ensemble Ẽ1 are highlighted with stars. The orange horizontal line denotes the reference TXx5d Tref , while the black horizontal line

denotes the 2021 ERA5 TXx5d.
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Figure A6. Return periods of TXx5d in the PNW region estimated with the boosting estimator for non-stationary (climate change)

conditions for a lead time range of −18 to −13 days. Estimated return periods with the boosting algorithm for (a) all parent events in the

Parent Ensemble, and (b-h) E1−E13 are shown in orange. The TXx5d of the (black dots) 100-member and (blue dots) 30-member Large

Ensemble, with a fitted GEV law and shown with the median (solid line) and a bootstrapped 95% confidence interval (shaded area). The

parent events in the Parent Ensemble are shown with blue diamonds, and the most extreme parent E1, and the most extreme event in the

100-member Large Ensemble Ẽ1 are highlighted with stars. The orange horizontal line denotes the reference TXx5d Tref , while the black

horizontal line denotes the 2021 ERA5 TXx5d.
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Figure A7. Tx5d anomaly [◦C] and Z500 [m] contour lines on the peak day of each heatwave, for the top 13 most extreme events

(a-m) E1 to E13 in the 30-member Large Ensemble. The black box indicates the region of interest.
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